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Categorical Distributions: Applications
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Categorical distributions are ubiquitous in Statistics and Machine
Learning

→ discrete choice models

→ language models

→ recommendation systems

→ reinforcement learning



Categorical Distributions: Example Parameterization
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→ One widely applied parameterization of a categorical is the softmax,

p(y = k |ψ) = softmax(ψ)|k =
eψk∑
k′ eψk′

→ Transforms reals into probabilities

→ Can be costly because of normalization ... O(K )

→ A computational burden when learning with categorical distributions



A Closer Look at Softmax

→ Draw random standard Gumbel errors i.i.d.,

εk ∼ Gumbel(ε | 0, 1)

→ Define a utility for each outcome k ,

ψk + εk

→ Choose the outcome with the largest utility,

y = arg max
k

(ψk + εk)

→ Integrate out the error terms (εk ’s) to find the marginal p(y |ψ)

Softmax is the marginal!!



The Augmented Model

→ The augmented model is

p(y = k , ε |ψ) = φ(ε)
∏
k′ 6=k

Φ(ε+ ψk − ψk′)

→ Nice property: The log-joint has a summation over the categories,

log p(y = k, ε |ψ) = log φ(ε) +
∑
k′ 6=k

log Φ(ε+ ψk − ψk′)

→ This enables fast unbiased estimates,

– Sample a subset of outcomes S ⊆ {1, . . . ,K}�{k}
– Compute an estimate of the log-joint

log φ(ε) +
K − 1

|S|
∑
k ′∈S

log Φ(ε+ ψk − ψk ′)

→ This has O(|S|) complexity



The Inference Algorithm: Variational EM

→ We are not interested in the log-joint, but in the log-marginal

→ Variational inference relates both quantities,

log p(y |ψ) ≥ Eq(ε) [log p(y , ε |ψ)− log q(ε)]

→ Maximize the bound using variational EM

– E step: Optimize w.r.t. the distribution q(ε)
– M step: Take a gradient step w.r.t. ψ

→ The complexity is controlled by the user (via |S|)



Things are Prettier with Softmax

→ We can compute the optimal q(ε) distribution,

q?(ε) = Gumbel(log η?, 1), η? = 1 +
∑
k′ 6=k

eψk′−ψk

→ This is O(K ). Instead, set

q(ε) = Gumbel(log η, 1)

→ Estimate the optimal natural parameter in O(|S|),

η̃ = 1 +
K − 1

|S |
∑
k′∈S

eψk′−ψk

(to update η, take a step in the direction of the natural gradient)



Scale All Categorical Distributions!

→ Choose other distributions for ε to get other models,

– Gaussian for multinomial probit
– Logistic for multinomial logistic

→ Form Monte Carlo gradient estimators using reparameterization

→ Useful for both E and M steps



Empirical Evidence

→ Baselines:

– Exact Softmax for MNIST and Bibtex
– OVE – Also a lower bound but only applicable to

softmax

→ Time complexity (top) and Predictive performance (bottom)
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Table 1. Statistics and experimental settings of the considered datasets. Ntrain and Ntest are the number of training and test data points. The
number of classes is the resulting value after the preprocessing step (see text). The minibatch sizes correspond to |B| and |S|, respectively.

dataset

MNIST
Bibtex

Omniglot
EURLex-4K

AmazonCat-13K

Ntrain Ntest covariates classes

60, 000 10, 000 784 10
4, 880 2, 413 1, 836 148
25, 968 6, 492 784 1, 623
15, 539 3, 809 5, 000 896

1, 186, 239 306, 782 203, 882 2, 919

minibatch (obs.) minibatch (classes) iterations

500 1 35, 000
488 20 5, 000
541 50 45, 000
279 50 100, 000

1, 987 60 5, 970

Table 2. Average time per epoch for each method and dataset. Softmax A&R (Section 3.1) is almost as fast as OVE. The A&R approaches
in Section 3.2 take longer because they require some additional computations, but they are still competitive.

dataset

MNIST
Bibtex

Omniglot
EURLex-4K

AmazonCat-13K

OVE (Titsias, 2016)

0.336 s
0.181 s
4.47 s
5.54 s
2.80 h

A&R [this paper]
softmax multi. probit multi. logistic

0.337 s 0.431 s 0.511 s
0.188 s 0.244 s 0.246 s
4.65 s 5.63 s 5.57 s
5.65 s 6.46 s 6.23 s
2.80 h 2.82 h 2.91 h

Table 3. Test log likelihood and accuracy for each method and dataset. The table on the left compares the approaches based on the
softmax. The two tables on the right show the performance of other models (multinomial probit and multinomial logistic). Softmax
A&R outperforms OVE in four out of the five datasets. The A&R algorithm is also competitive for other models, and it provides better
predictions than OVE on some datasets.

dataset

MNIST
Bibtex

Omniglot
EURLex-4K

AmazonCat-13K

softmax model
exact OVE (Titsias, 2016) A&R [this paper]

log lik acc log lik acc log lik acc

�0.261 0.927 �0.276 0.919 �0.271 0.924
�3.188 0.361 �3.300 0.352 �3.036 0.361

� � �5.667 0.179 �5.171 0.201
� � �4.241 0.247 �4.593 0.207
� � �3.880 0.388 �3.795 0.420

multi. probit
A&R [this paper]
log lik acc

�0.302 0.918
�4.184 0.346
�7.350 0.178
�4.193 0.263
�3.593 0.411

multi. logistic
A&R [this paper]
log lik acc

�0.287 0.917
�3.151 0.353
�5.395 0.184
�4.299 0.226
�4.081 0.350

efficiently without additional expensive operations. It re-
quires to evaluate exponential functions that can be reused
in the global step. Multinomial probit A&R and multinomial
logistic A&R are slightly slower because of the local step,
but they are still competitive.

For the five datasets, Figure 2 shows the evolution of the
evidence lower bound (ELBO) as a function of wall-clock
time for the softmax A&R (Eq. 8), compared to the OVE
(Eq. 10). For easier visualization, we plot a smoothed ver-
sion of the bounds after applying a moving average window
of size 100. (For AmazonCat-13K, we only compute the
ELBO every 50 iterations and we use a window of size
5.) Softmax A&R provides a significantly tighter bound
for most datasets (except for Bibtex, where the ELBO of
A&R is close to the OVE bound). For MNIST and Bibtex,
we also plot the marginal likelihood obtained after running
maximum likelihood estimation on the exact softmax model.
The ELBO of A&R nearly achieves this value.

Finally, Table 3 shows the predictive performance for all
methods across all datasets. We report test log likelihood
and accuracy. Softmax A&R outperforms OVE in both met-
rics on all but one dataset (except EURLex-4K). Although

our goal is not to compare performance across different
models, for completeness Table 3 also shows the predictive
performance of multinomial probit A&R and multinomial
logistic A&R. In general, softmax A&R provides the highest
test log likelihood, but multinomial probit A&R outperforms
all other methods in EURLex-4K and AmazonCat-13K. Ad-
ditionally, multinomial logistic A&R presents better predic-
tive performance than OVE on Omniglot and Bibtex.

5. Conclusion
We have introduced augment and reduce (A&R), a scal-
able method to fit models involving categorical distributions.
A&R is general and applicable to many models, including
the softmax and the multinomial probit. On classification
tasks, we found that A&R outperforms state-of-the art algo-
rithms with little extra computational cost.

References
Albert, J. H. and Chib, S. Bayesian analysis of binary and

polychotomous response data. Journal of the American
Statistcial Association, 88(422):669–679, 1993.
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Empirical Evidence

→ Quality of the bound
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Take Home: The A&R Recipe

→ Choose a distribution for ε

→ Augment your model with ε to get an augmented model—

L = log p(y = k , ε |ψ) = log φ(ε) +
∑
k′ 6=k

log Φ(ε+ ψk − ψk′)

→ Reduce cost to O(|S|) with an estimate of the log-joint,

L ≈ L̃ = log φ(ε) +
K − 1

|S|
∑
k′∈S

log Φ(ε+ ψk − ψk′)

→ Use stochastic variational EM with the bound

log p(y |ψ) ≥ Eq(ε) [L − log q(ε)]

A&R is a principled method that scales up training for models
involving large categorical distributions using latent variable

augmentation and stochastic variational inference.


